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Motivation

● Recent advances in deep learning;
● Deep learning is getting ubiquitous;
● Major neural decoders solutions are based on classical approaches;
● Deep learning might benefit in decoding algorithms (already proven fact for 

some of the algorithms)



Problem statement

In this project we will compare the performance of different NN for decoding BCH codes 
with the following parameters

● (63, 45)
● BPSK modulation
● AWGN channel

The performance of the schemes 
measures in terms of frame error rate 
(FER) versus signal-to-noise ratio (SNR)



Decoding technique



Neural network architectures

● Fully Connected Neural Network (Proposed in paper)

● 1D Convolutional Neural Network (1D U-Net)



Neural network architectures



Neural network architectures



Results



Adversarial attacks
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AdvAttack. NN-based BP algo
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AdvAttack. NN-based BP algo
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AdvAttack. NN-based BP algo



AdvAttack. Syndrome decoding 
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